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1. Introduction

Let n be a positive integer. For each integer k ≥ 0, let Z(n, k) denote the sum of k-th powers of positive integers, i.e., Z(n, k) = 1^k + 2^k + ... + n^k, which is usually called the sum of integer powers, or simply the power sum. It is well-known that Z(n, k) can be expressed as a polynomial in n with degree k + 1 (see [5]), Z(n, k) = a_{k,1}n + a_{k,2}n^2 + ... + a_{k,k+1}n^{k+1}, where a_{k,1}, a_{k,2}, ..., a_{k,k+1} are only depended on k. This polynomial is called the power sum polynomial.

Using the Pascal type matrices and Stirling matrices, P. Maltais [7] showed that the coefficients of the power sum polynomial can be expressed in terms of the Stirling numbers. In this paper, we introduce the notion of the power sum matrix. The relationships between the power sum matrix, Pascal type matrices, Stirling matrices, Vandermonde matrix and Bernoulli matrix are investigated, meanwhile some explicit factorizations of the power matrix are also obtained.
2. A Connection between the Power Sum Matrix and Pascal Type Matrices

The Pascal type matrices $P$, $\bar{P}$, and $\hat{P}$ are $(m+1) \times (m+1)$ matrices which are defined with the binomial coefficients by

- $P(i, j) = \begin{cases} \binom{i-1}{j-1}, & \text{if } i \geq j \geq 1, \\ 0, & \text{otherwise}, \end{cases}$
- $\bar{P}(i, j) = \begin{cases} \binom{i}{j}, & \text{if } i \geq j \geq 1, \\ 0, & \text{otherwise}, \end{cases}$
- $\hat{P}(i, j) = \begin{cases} \binom{i}{j-1}, & \text{if } i \geq j \geq 1, \\ 0, & \text{otherwise}. \end{cases}$

The matrix $P$ is the Pascal matrix [3], and $\bar{P}$ is the Pascal 1-eliminated matrix [2] which is obtained from the Pascal matrix by deleting its first row and column, while $\hat{P}$ is the ‘reverse’ of $\bar{P}$.

Using the coefficients of the polynomial of power sum $Z(n, k) = a_{k,1}n + a_{k,2}n^2 + \ldots + a_{k,k+1}n^{k+1}$, $k = 0,1,\cdots,m$, we define the power sum matrix $R = [a_{i-1,j}]_{i,j=1}^{m+1}$. Let the vectors $\alpha = [Z(n,0), Z(n,1), \ldots, Z(n,m)]^T$, and $\beta = [n, n^2, \ldots, n^{m+1}]^T$, we have

$$[Z(n,0), Z(n,1), \ldots, Z(n,m)]^T = R[n, n^2, \ldots, n^{m+1}]^T,$$

i.e.,

$$\alpha = R\beta. \quad (1)$$

Since

$$\sum_{j=1}^{i} \binom{i}{j-1} Z(n, j-1) = \sum_{j=0}^{i-1} \binom{i}{j} Z(n, j) = \sum_{j=0}^{i-1} \binom{i}{j} \sum_{r=1}^{n} r^j = \sum_{r=1}^{n} \sum_{j=0}^{i-1} \binom{i}{j} r^j = \sum_{r=1}^{n} ((r+1)^i - r^i) = (n+1)^i - 1 = \sum_{j=1}^{i} \binom{i}{j} n^j,$$

we obtain

$$\hat{P}\alpha = \bar{P}\beta. \quad (2)$$

It is easy to check that $([3, 7]) \hat{P}^{-1} = JPJ$, $\bar{P}^{-1} = J\bar{P}J$, where $J = \text{diag}(1, -1, \cdots, (-1)^{m+1})$.

**Theorem 1.** $\hat{P}^{-1}P = J\hat{P}J$; $\bar{P}^{-1} = J\bar{P}J$.

**Proof.** Using the identities $\binom{i}{j} \binom{r}{j-1} = \binom{i}{j} \binom{i-r}{j-1}$ and $\sum_{r=0}^{i} (-1)^{i-r} \binom{i}{r} = 0$ we
have
\[
(\hat{P}^{-1}\hat{P})(i, j) = \sum_{r=j}^{i}(\neg{}_{r}^{i})\left(\begin{array}{c}
r \\
 j-1
\end{array}\right) = \sum_{r=j}^{i}(\neg{}_{r}^{i})(\begin{array}{c}
i-r \\
 j-1
\end{array})(\begin{array}{c}
i-j+1 \\
 r-j+1
\end{array})
\]
\[
= \sum_{r=j-1}^{i}(\neg{}_{r}^{i})\left(\begin{array}{c}
i-r \\
 j-1
\end{array}\right)(\begin{array}{c}
i-j+1 \\
 r-j+1
\end{array}) + (\neg{}_{i-j}^{i})(\begin{array}{c}
i-j+1 \\
 1
\end{array})
\]
\[
= (i-j)\sum_{r=j-1}^{i}(\neg{}_{r}^{i})\left(\begin{array}{c}
i-j+1 \\
 r-j+1
\end{array}\right) + (\neg{}_{i-j}^{i})(\begin{array}{c}
i-j+1 \\
 1
\end{array})
\]
\[
= (\neg{}_{i-j}^{i})(\begin{array}{c}
i-j+1 \\
 i-j+1
\end{array}) = (J\hat{P}J)(i, j),
\]
(\hat{P}P^{-1})(i, j) = \sum_{r=1}^{i}(\neg{}_{i-j}^{i})\left(\begin{array}{c}
r-r \\
 j-1
\end{array}\right) = \sum_{r=j}^{i}(\neg{}_{i-j}^{i})\left(\begin{array}{c}
r-r \\
 j-1
\end{array}\right)(\begin{array}{c}
i-j+1 \\
 r-j
\end{array})
\]
\[
= \sum_{r=j}^{i+1}(\neg{}_{i-j}^{i})\left(\begin{array}{c}
r-r \\
 j-1
\end{array}\right)(\begin{array}{c}
i-j+1 \\
 r-j
\end{array}) + (\neg{}_{i-j}^{i})(\begin{array}{c}
i-j+1 \\
 i-j+1
\end{array})
\]
\[
= (i-j)\sum_{r=j}^{i+1}(\neg{}_{i-j}^{i})\left(\begin{array}{c}
r-r \\
 j-1
\end{array}\right)(\begin{array}{c}
i-j+1 \\
 r-j
\end{array}) + (\neg{}_{i-j}^{i})(\begin{array}{c}
i-j+1 \\
 i-j+1
\end{array})
\]
\[
= (\neg{}_{i-j}^{i})(\begin{array}{c}
i-j+1 \\
 i-j+1
\end{array}) = (J\hat{P}J)(i, j).
\]

Let \(\hat{P} = J\hat{P}J\), then from (2) and Theorem 1, we have \(\hat{P} = \hat{P}^{-1}\hat{P} = \hat{P}P^{-1}\), and \(\hat{P}^{-1} = J\hat{P}^{-1}J = \hat{P}^{-1}\hat{P} = P\hat{P}^{-1}\). Thus, from (1) we obtain the following result.

**Corollary 2.** The power sum matrix and Pascal type matrices are connected such as
\[
R = \hat{P}^{-1} = \hat{P}^{-1}\hat{P} = PP^{-1} = J\hat{P}^{-1}J.
\] (3)

3. **A Connection between the Power Sum Matrix, Stirling Matrices and Vandermonde Matrix**

Let \(n, k\) be nonnegative integers and \(n \geq k\), the Stirling numbers of the first kind \(s(n, k)\) and of the second kind \(S(n, k)\) can be defined by: \((x)_{n} = \sum_{k=0}^{n} s(n, k)x^{k}\).
and \( x^n = \sum_{k=0}^{n} S(n,k)(x)_k \), where \( (x)_k = x(x-1)(x-2)\cdots(x-k+1) \) for any integer \( k > 0 \), and \( (x)_0 = 1 \); \( s(k,k) = S(k,k) = 1 \) for \( k \geq 0 \), and \( s(k,0) = S(k,0) = 0 \) for \( k > 0 \). The Stirling matrix of the first kind \( S_1 \) and of the second kind \( S_2 \) are defined respectively by (see [4]) \( S_1 = [s(i,j)]_{1 \leq i,j \leq m+1} \), \( S_2 = [S(i,j)]_{1 \leq i,j \leq m+1} \), where \( s(i,j) = 0 \), \( S(i,j) = 0 \) if \( i < j \).

**Theorem 3.** Let \( \Lambda = \text{diag}(1,2,\cdots,m+1) \) be a diagonal matrix, then the Pascal type matrix \( \tilde{P} \) can be factorized into the products of the Stirling matrices \( \tilde{P} = S_2\Lambda S_1 \).

The power sum matrix \( R \) can be factorized into the products of the Stirling matrices \( R = S_2\Lambda^{-1}S_1 \).

**Proof.** Let the \((i,j)\) entry of the matrix \( S_2\Lambda S_1 \) is \( b_{i,j} \), that is, \( b_{i,j} = \sum_{k=1}^{i} S(i,k)ks(k,j) \), the generating function for \( b_{i,j} \) is

\[
\sum_{j=1}^{i} b_{i,j}x^j = \sum_{j=1}^{i} \sum_{k=1}^{i} S(i,k)ks(k,j) x^j = \sum_{k=1}^{i} S(i,k)k \sum_{j=1}^{i} s(k,j) x^j
\]

\[
= \sum_{k=1}^{i} S(i,k)k(x)_k = \sum_{k=1}^{i} S(i,k)x(x)_k - \sum_{k=1}^{i} S(i,k)(x-k)(x)_k
\]

\[
= x \sum_{k=1}^{i} S(i,k)(x)_k - x \sum_{k=1}^{i} S(i,k)(x-1)_k = x^{i+1} - x(x-1)^i.
\]

On the other hand, the generating function for \((-1)^{i-j}\binom{i}{j-1}\) is

\[
\sum_{j=1}^{i} (-1)^{i-j}\binom{i}{j-1} x^j = \sum_{r=0}^{i-1} (-1)^{i-r+1}\binom{i}{r} x^{r+1} = x^{i+1} + \sum_{r=0}^{i} (-1)^{i-r+1}\binom{i}{r} x^{r+1}
\]

\[
= x^{i+1} + x \sum_{r=0}^{i} (-1)^{i-r+1}\binom{i}{r} x^r = x^{i+1} - x(x-1)^i.
\]

Therefore

\[
(-1)^{i-j}\binom{i}{j-1} = \sum_{k=1}^{i} S(i,k)ks(k,j), \quad \text{and} \quad \tilde{P} = S_2\Lambda S_1.
\]

Applying Theorem 1, we get \( R = S_2\Lambda^{-1}S_1 \). \( \square \)
Theorem 4. The power sum matrix $R$ can be factorized as

$$R = V(P^T)^{-1}D^{-1}S_1,$$

where $V = [j^{i-1}]_{i,j=1}^{m+1}$ is the Vandermonde matrix, and $D$ is a diagonal matrix, $D = \text{diag}(1!, 2!, \cdots, (m + 1)!)$.

Proof. Since

$$j^i - j^j = j^{-1} \sum_{r=1}^{i} S(i, r)r! \binom{j}{r} = \sum_{r=1}^{i} S(i, r)(r-1)! \binom{j-1}{r-1},$$

the Vandermonde matrix $V$ can be factorized as $V = S_2 \Delta P^T$, where $\Delta = \text{diag}(1, 1!, 2!, \cdots, m!)$. Hence $S_2 = V(P^T)^{-1}(\Delta)^{-1}$, and $R = S_2 \Lambda^{-1} S_1 = V(P^T)^{-1}(\Delta)^{-1} \Lambda^{-1} S_1 = V(P^T)^{-1} D^{-1} S_1 = V(P^T)^{-1} D^{-1} S_1$.

4. A Connection between the Power Sum Matrix and Bernoulli Matrix

The Bernoulli numbers $B_0$, $B_1$, $B_2$, $\cdots$ are given by $B_0 = 1$ and the recursion $\sum_{i=0}^{n} \binom{n+1}{i} B_i = 0$. For every nonnegative integer $n$, the $n$-th Bernoulli polynomial $B_n(x)$ is defined by $B_n(x) = \sum_{k=0}^{n} \binom{n}{k} B_k x^{n-k}$. Obviously, $B_n(0) = B_n$ for all integers $n \geq 0$.

The Bernoulli numbers $B_n$ and the Bernoulli polynomials $B_n(x)$ are connected by [8]

$$B_n(x) = \sum_{k=0}^{n} \binom{n}{k} B_{n-k} x^k, \quad n \geq 0;$$

$$x^n = \frac{1}{n+1} \sum_{k=0}^{n} \binom{n+1}{k} B_k(x), \quad n \geq 0.$$

The Bernoulli matrix $B$ is defined by (see [1]) $B = \left[ B_{i-j} \binom{i-1}{j-1} \right]_{i,j=1}^{m+1}$. The matrix representations for (7) and (8) are:

$$[B_0(x), B_1(x), \cdots, B_m(x)]^T = B [1, x, \cdots, x^m]^T,$$

$$[1, x, \cdots, x^m]^T = \Lambda^{-1} \hat{P} [B_0(x), B_1(x), \cdots, B_m(x)]^T.$$

Thus, $B = (\Lambda^{-1} \hat{P})^{-1} = \hat{P}^{-1} \Lambda$, and

$$\hat{P}^{-1} = B \Lambda^{-1}.$$

Applying Corollary 2 and (11) give the following theorem.
**Theorem 5.** The power sum matrix $R$ has the following factorization:

\[
R = B\Lambda^{-1}\tilde{P}, \quad (12)
\]

\[
R = PBA^{-1}, \quad (13)
\]

\[
R = JBA^{-1}J. \quad (14)
\]

The last means that the matrix $R$ is obtained from the matrix $\tilde{P}^{-1} = B\Lambda^{-1}$ with every other subdiagonal multiplied by a factor of negative one, but their odd lower subdiagonals are almost 0, so these two matrices are basically the same, except their first lower subdiagonal.
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