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\textbf{Abstract:} Classification is emphasized on allocating new observations in the test set of sample to labeled classes based on constructed rule from the training set. With the hybrid of several classification techniques has been developed and mostly exhibited results superior to a single classification technique. The aim of this study is to develop a new classification technique using Empirical Bayes in combination with Nearest Neighbor (EBNN) in the case of unknown mean and known variance. The realization of estimated hyper-parameters obtained from Empirical Bayes (EB) were adjusted using Nearest Neighbor method (NN), providing improved prediction of class membership when compared to that using single method. Data employed in this study are generated, consisting of training set and test set with the sample sizes 100, 200 and 500 for the binary classification. The results indicated EBNN method exhibited an improved performance over EB method in all situations under study.
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1. Introduction

Discrimination and classification are techniques usually used simultaneously. The goal of discrimination is to discover distinct attributes of observations in the training set of sample with known classes and construct a rule using information embedded in the training set, called discriminant, to separate observations as much as possible (see [12], [4], [5]). Classification is emphasized on allocating new observations in test set of sample to labeled classes based on well-defined rule obtained from the training set [12]. Generally, classification can be performed with various methods, such as Naive Bayes, Bayesian, Nearest Neighbor, Classification tree, Support vector machines and Neural network etc.

Nearest Neighbor is one of the most popular methods for classification. It is a well-known deterministic method used in supervised classification (see [4], [19]). Nearest Neighbor is performed depending on two choices: the number of the nearest neighbors, denoted as \( k \) (see [1], [4], [17]), and the form of distance function, which Euclidean distance is the most common use (see [21], [9]). Hastie and Tibshirani [10] developed a locally discriminant adaptive form of nearest neighbor classification that provided substantial improvements over standard Nearest Neighbors method in some problems. In addition, the Nearest Neighbor method may be obtained from the principle of Bayesian based on the posterior probability [17]. The Bayesian classification method, which classified observations into related classes using a decision rule, is known for its flexibility and accuracy [24]. Decision rule is defined by the posterior probability which class membership is indicated based on its highest posterior probability (see [7], [21]). Duarte-Mermoud and Beltran [6] proposed the Bayesian network in classification of Chilean wines and compared radial basis function neural network with support vector machine. The results disclosed that Bayesian network gave the best performance with 91% of correct classification in the test set. Williams and Barber [24] studied the problem of assigning an input vector into several classes using Gaussian prior in Bayesian classification and it was generalized to multiclass problem.

The Bayesian classification involves in hyper-parameters that should be known or be able to assess using previous knowledge prior to data collection [2]. However, little information is sometimes available in practice, causing the assessment of hyper-parameters impossible. As a result, empirical Bayes can be utilized to estimate the unknown hyper-parameters using information in the observed data. Li [15] exhibited the use of Empirical Bayes to estimate unknown parameters and classify a set of unidentified input patterns into \( k \)
separate classes. In addition, the results from Monte Carlo simulation study demonstrated the favorable estimation of unknown parameters in normal distribution with Empirical Bayes. Chang and Li [3] illustrated the use of Empirical Bayes to classify a new item or product with Weibull distribution into two classes (good or defective) or identified an item as produced from one of two production lines. Wei and Chen [23] studied Empirical Bayes estimation in two-way classification model. The results showed that Empirical Bayes yielded smaller mean square error matrix than the least sum of squares method. Ji et al [11] adopted Empirical Bayes to classify gene expression profiles, leading to the decrease of number of nuisance parameters in the Bayesian model.

Recently, the hybrid of several classification techniques has been developed and mostly exhibited results superior to a single classification technique. Aci et al [1] studied the hybrid of three classification approaches; k-nearest neighbor, Bayesian and genetic algorithm, that are effective in machine learning. The hybrid approach provided better results of classification than EM algorithm. Kelly and Davis [13] studied the hybrid of genetic algorithm and the k-nearest neighbor in classification. Guo and Chakraborty [9] proposed Bayesian adaptive nearest neighbor method (BANN) which the shape of the neighborhood and the number of neighbors were chosen. BANN demonstrated substantial improvement over k-nearest neighbor and discriminant adaptive nearest neighbor (DANN) in all nine cases of the study. It also outperformed the probabilistic nearest neighbor (PNN) in most cases. Moreover, the results revealed that the performance of BANN method is the best in all cases. Ghosh and Godtliebsen [8] developed hybrid classification methods and compared their performance with parametric and nonparametric classifiers. When the underlying distributions were close to the parametric models, hybrid classifiers usually performed better than nonparametric classifiers. While the distributions were far from the assumed parametric models, hybrid classifiers performed substantially better than parametric classifiers.

There is a great attempt in the development of classification techniques. Many techniques have arisen from combinations of numerical and statistical points of view. The aim of this study is to develop a new classification technique using Empirical Bayes in combination with Nearest Neighbor (EBNN) in the case of unknown mean and known variance which has not been studied previously and it is believed to provide a good promise. The realization of estimated hyper-parameters obtained from Empirical Bayes were adjusted using Nearest Neighbor method, providing improved prediction of class membership when compared to that using single method. Data employed in this study are simulated and equally divided into two sets: a set of sample used to create
a rule, called training data, and a set of sample used to evaluate a rule derived from training data, called test data. In each situation under study, the percentage of correct classification is considered.

2. Methods

2.1. Empirical Bayes Method (EB)

The estimation of parameters with EB method can be classified into two types; parametric empirical Bayes and nonparametric empirical Bayes. Parametric empirical Bayes can be used when prior distribution is known, in contrast with nonparametric empirical Bayes [2]. The estimation of hyper-parameters with EB method can be obtained from posterior marginal distribution function as follow

\[ m(x|\eta) = \int f(x|\theta)\pi(\theta|\eta)d\theta \]

where \( \theta \) denotes parameter which is continuous random variable in this case, \( \eta \) denotes hyper-parameter, \( m(x|\eta) \) denotes posterior marginal distribution function.

The posterior marginal distribution function is used to estimate hyper-parameters using classical methods such as maximum likelihood method, moment method etc. Then the estimators of hyper-parameter are replaced in the posterior distribution function which can be used to estimate the parameters of interest.

2.2. Nearest Neighbor Method (NN)

The NN method is simple, quick, and often effective for classification [13]. It is a method that allocates new observations to the most common class in their neighborhood among the training set [7]. This method can be quite effective when the attributes of the data are equally important.

Given the training set \( T = \{(x_i, y_j)\}; i = 1, 2, ..., n; j = 1, 2, ..., c \) where \( x_i \) is an instance and \( y_j \) is a class of label. So arbitrary instance \( x \) denotes by

\[ \langle a_1(x), a_2(x), ..., a_m(x) \rangle \]
where $a_b(x)$ denotes the value of $b$th attribute of instance $x$; $b = 1, 2, ..., m$. Thus the distance between $x_0$, a new observation, and $x_i$ is defined by

$$d(x_0, x_i) = \sqrt{\sum_{b=1}^{m} (a_b(x_0) - a_b(x_i))^2}.$$ 

The steps of this method can be summarized as given below.

**Step 1** Select the number of neighborhood ($k$). After some experiment a $k$ value which gives the best result is selected.

**Step 2** Define the distance measurement between a new observation and an instance.

**Step 3** Sort the distances in ascending order and the minimum distance is taken.

**Step 4** Classify a new observations into a class based on their neighborhood.

### 2.3. The EBNN Method

Based on EB method and NN method, we proposed a new classification technique; EBNN method which combines both methods together. Then, Metropolis-Hastings algorithm is adopted to construct a realization of parameters which are adjusted using NN method. Next, class membership is performed using posterior predictive probability. The steps of EBNN method are demonstrated below.

**Step 1** Define the distribution function of $X$, $X \sim N(\theta, \sigma_0^2)$, where $\theta$ denotes unknown mean and $\sigma_0^2$ denotes known variance.

**Step 2** Define the form of informative prior, $\theta \sim N(\mu, \tau^2)$.

**Step 3** Compute the posterior distribution function by EB method, as follows

(3.1) Find the posterior marginal distribution function from

$$m(x|\mu, \tau^2) = \int_{-\infty}^{\infty} f(x|\theta)\pi(\theta)d\theta$$

which yields

$$x|\mu, \tau^2 \sim N(\mu + \tau^2 + \sigma_0^2)$$
Find estimators of hyper-parameter using maximum likelihood method,

\[ \hat{\mu}_{MLE} = \bar{X} \]  \hspace{1cm} (1)

and

\[ \hat{\tau}^2 = S^2 - \sigma_0^2; \quad S^2 = \frac{1}{n} \sum_{i=1}^{n} (x_i - \mu)^2. \]

Since variance > 0,

\[ \hat{\tau}^2_{MLE} = |S^2 - \sigma_0^2| \]  \hspace{1cm} (2)

where \( \hat{\mu}_{MLE} \) and \( \hat{\tau}^2_{MLE} \) are the maximum likelihood estimators of \( \mu \) and \( \tau^2 \), respectively.

Find posterior distribution function from

\[ \pi(\theta|x) = \frac{f(x|\theta)\pi(\theta)}{\int_{-\infty}^{\infty} f(x|\theta)\pi(\theta)d\theta} \]

Therefore, posterior distribution function is

\[ \theta|X \sim N \left( \frac{n\hat{\tau}^2 \bar{X} + \hat{\mu}\sigma_0^2}{n\hat{\tau}^2 + \sigma_0^2}, \frac{\tau^2\sigma_0^2}{n\hat{\tau}^2 + \sigma_0^2} \right) \]  \hspace{1cm} (3)

(4.1) Initialize the chain to \( \theta^{(0)} \) and set \( t = 0 \), where \( t \) is the number of iteration.

(4.2) Generate parameter \( \theta^{(t)} \) from proposal distribution;

\[ \theta^{(t)} \sim N(\hat{\mu}, \hat{\tau}^2) \]

where \( t = 1, 2, \ldots, T \)
(4.3) Compute $\alpha$

$$\alpha = \min \left[ 1, \frac{\pi(\theta^{(t)}|x)q(\theta^{(t)}|\theta^{(t-1)})}{\pi(\theta^{(t-1)}|x)q(\theta^{(t-1)}|\theta^{(t)})} \right]$$

where

$$q(\theta^{(t)}|\theta^{(t-1)}) \propto e^{-\frac{1}{2\tau^2}(\theta^{(t)}-\bar{\mu})^2}$$

$$q(\theta^{(t-1)}|\theta^{(t)}) \propto e^{-\frac{1}{2\tau^2}(\theta^{(t-1)}-\bar{\mu})^2}$$

(4.4) Generate $U$ from a uniform $(0, 1)$ distribution and

Accept $\theta^{(t)}$, if $u \leq \alpha$ and let $\theta^{(t+1)} = \theta^{(t)}$

Reject $\theta^{(t)}$, if $u > \alpha$ and let $\theta^{(t+1)} = \theta^{(t-1)}$

(4.5) Set $t = t + 1$ and repeat (4.2) through (4.4).

**Step 5** Adjust the values of $\theta$ obtained from Step 4 using NN method according to the specified percentages, as follows

(5.1) Determine the number of nearest neighbor of $\theta$ by considering the Euclidean distance [16] between $\theta_i$ and $\bar{\theta}$, where $\theta_i$ is the $i$th value of $\theta$ in realization and $\bar{\theta}$ is an average value of all $\theta$s.

(5.2) Sort the distances in ascending order.

(5.3) Choose 80% of realization of $\theta$ with minimum distance and replace in the posterior distribution function.

**Step 6** Compute the posterior predictive probability.

The posterior predictive probability is frequently used for prediction of new observation, $y$, in test data [14]. The posterior predictive probability of $y$ conditionally on $x$, denoted by

$$p(y|x, \theta) = \int_\theta f(y|\theta)\pi(\theta|x)d\theta$$

where

$$f(y|\theta) = \frac{1}{\sqrt{2\pi\sigma^2_0}}e^{-\frac{1}{2\sigma^2_0}(y-\theta)^2}$$

and

$$\pi(\theta|x) = \frac{e^{-\frac{1}{2\tau^2\sigma^2_0}\left[\left(n\tau^2+\sigma^2_0\right)\left(\theta-\frac{n\tau^2\bar{x}+\nu\sigma^2_0}{n\tau^2+\sigma^2_0}\right)^2\right]}}{2\pi\left(n\tau^2+\sigma^2_0\right)^{1/2}}$$
Sometimes the posterior predictive probability is not tractable, so MCMC technique \cite{9} can be applied to estimate \( p(y|x, \theta) \) as

\[
\hat{p}(y|x, \theta) \approx \frac{1}{M} \sum_{t=1}^{M} p(y|x, \theta^{(t)})
\]

where \( M \) is the generated MCMC samples size and \( \theta^{(t)}, t = 1, 2, ..., M \) is the generated MCMC samples.

**Step 7** Classify the test data into classes based on the highest posterior predictive probability.

**Step 8** Compute the percentages of correct classification.

### 3. Simulation Study

Data employed in this study are generated, consisting of training set and test set with the sample sizes 100, 200 and 500 for the binary classification. The data are distributed as normal and constructed as short-tailed and long-tailed symmetric based on Shapiro, Wilk and Chen criteria \cite{22}, with the skewness of 0.0 and kurtosis of 2.4 and 6.0. The skewness of data is constructed using data transformation according to Ramberg and Tadikamalla \cite{20} known as Generalized Lambda Distribution (GLD).

### 4. Results and Discussion

The simulation results indicated the percentages of correctly classified data in the case of unknown mean and known variance using EB method and EBNN method, as shown in Table 1 and Table 2, respestively. The percentage of relative efficiency of EBNN method to EB method is shown in Table 3.

With 3 levels of sample sizes, EB method showed good classification when data were distributed as normal, while EBNN method illustrated good classification when data had constructed as short-tailed symmetric. All the results were shown in Table 1 and 2. In addition, EBNN method indicated an improved performance over EB method in all situations under study, as displayed in Table 3.
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<table>
<thead>
<tr>
<th>Sample sizes (n)</th>
<th>EB method (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Long-Tailed</td>
<td>Short-Tailed</td>
<td>Normal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>symmetric</td>
<td>symmetric</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>96.3180</td>
<td>96.6220</td>
<td>96.7880</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>96.3015</td>
<td>96.6790</td>
<td>96.7870</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>96.2978</td>
<td>96.6836</td>
<td>96.7794</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Percentages of correctly classified data using EB method

<table>
<thead>
<tr>
<th>Sample sizes (n)</th>
<th>EBNN method (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Long-Tailed</td>
<td>Short-Tailed</td>
<td>Normal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>symmetric</td>
<td>symmetric</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>96.5340</td>
<td>97.3030</td>
<td>97.2830</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>96.5275</td>
<td>97.3950</td>
<td>97.2610</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>96.5080</td>
<td>97.3726</td>
<td>97.2718</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Percentages of correctly classified data using EBNN method

<table>
<thead>
<tr>
<th>Sample sizes (n)</th>
<th>Relative efficiency (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Long-Tailed</td>
<td>Short-Tailed</td>
<td>Normal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>symmetric</td>
<td>symmetric</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.0022</td>
<td>1.0070</td>
<td>1.0051</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>1.0023</td>
<td>1.0074</td>
<td>1.0049</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>1.0022</td>
<td>1.0071</td>
<td>1.0051</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Percentages of relative efficiency classified of EBNN method to EB method
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