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Abstract: We will overview some facts about the Fibonacci numbers, Hessenberg matrices and tridiagonal matrices. We will summarize the results on determinants of families of tridiagonal matrices which are equal to a Fibonacci number, but we prove most of this results by simpler and more direct way with the help of The On-line Encyclopedia of Integer Sequences (OEIS).
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1. Introduction

Fibonacci sequence (or sequence of the Fibonacci numbers) \( \left< F_n \right>_{n=0}^{\infty} \) is the sequence of positive integers satisfying the recurrence relation \( F_{n+2} = F_{n+1} + F_n \) with the initial conditions \( F_0 = 0 \) and \( F_1 = 1 \). Lucas sequence is a sequence \( \left< L_n \right>_{n=0}^{\infty} \) of positive integers satisfying the same recurrence as the Fibonacci numbers but with the initial conditions \( L_0 = 2 \) and \( L_1 = 1 \). These sequences are usually extended for negative indices by identities \( F_{-n} = (-1)^{n+1} F_n \) and \( L_{-n} = (-1)^n L_n \).
For the Fibonacci and Lucas numbers was derived many identities (see [6] or [10]), e.g. the following helpful identity

$$F_{k+n} = L_n F_k + (-1)^{n+1} F_{k-n}.$$  \hspace{1cm} (1)

The lower Hessenberg triangular matrix $M(n)$ type $n \times n$, where $m_{jk}$ are any real numbers and $m_{jk} = 0$ for $k > j + 1$, thus

\[
M(n) = \begin{pmatrix}
m_{11} & m_{12} & 0 & 0 & \cdots & 0 \\
m_{21} & m_{22} & m_{23} & 0 & \cdots & 0 \\
m_{31} & m_{32} & m_{33} & m_{34} & \cdots & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
m_{n-1,1} & m_{n-1,2} & m_{n-1,3} & \cdots & m_{n-1,n-1} & m_{n-1,n} \\
m_{n1} & m_{n2} & m_{n3} & \cdots & m_{n,n-1} & m_{nn}
\end{pmatrix}.
\]

Cahill et al. in [3] proved the following recurrence for the determinant of lower Hessenberg matrix

\[
\begin{align*}
\det M(0) &= 1, & \det M(1) &= m_{11}, \\
\det M(2) &= m_{11} m_{22} - m_{12} m_{21}, & \det M(n) &= m_{nn} \det M(n - 1) \\
& & & + \sum_{r=1}^{n-1} \left( (-1)^{n-r} m_{nr} \det M(r - 1) \prod_{j=r}^{n-1} m_{j,j+1} \right).
\end{align*}
\hspace{1cm} (2)

2. The Tridiagonal Matrices

In this section we recall the basic recurrence for the determinant of the tridiagonal matrix and then we show using of it for special cases of tridiagonal matrices.

Matrix $A(n)$ is called a tridiagonal matrix, when it is in the following form
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\[ A(n) = \begin{pmatrix}
  a_{11} & a_{12} & 0 & 0 & \cdots & 0 & 0 \\
  a_{21} & a_{22} & a_{23} & 0 & \cdots & 0 & 0 \\
  0 & a_{32} & a_{33} & a_{34} & \ddots & \vdots & \vdots \\
  \vdots & 0 & \ddots & \ddots & \ddots & \vdots & 0 \\
  0 & \vdots & \ddots & \ddots & \ddots & a_{n-2,n-1} & 0 \\
  0 & 0 & \cdots & a_{n-1,n-1} & a_{n-1,n-1} & a_{n-1,n} & 0 \\
  0 & 0 & 0 & \cdots & 0 & a_{n,n-1} & a_{nn}
\end{pmatrix}. \]

Setting \( m_{ij} = 0 \) for \( j > i + 1 \) and \( i > j + 1 \) in (2) we obtain for determinant of tridiagonal matrix the following recurrence

\[
\begin{align*}
\det A(0) &= 1, \quad \det A(1) = a_{11}, \\
\det A(2) &= a_{11}a_{22} - a_{12}a_{21}, \\
\det A(n) &= a_{nn} \det A(n - 1) - a_{n,n-1}a_{n-1,n} \det A(n - 2).
\end{align*}
\]

Now we turn our attention to the relation between determinant of special tridiagonal matrix with the Fibonacci numbers. Most of presented matrices in the text below is connected with Toeplitz matrix (or diagonal-constant matrix), see [4]. The first example was probably done by Strang in [9], where he showed, that the determinant of \( n \times n \) matrix

\[ B(n) = \begin{pmatrix}
  1 & -1 & 0 & \cdots & 0 & 0 \\
  1 & 1 & -1 & 0 & \cdots & 0 \\
  0 & 1 & 1 & -1 & 0 & \cdots \\
  \vdots & 0 & 1 & 1 & \ddots & \ddots \\
  0 & \vdots & \ddots & \ddots & \ddots & -1 \\
  0 & 0 & \cdots & 0 & 1 & 1 & -1 \\
  0 & 0 & 0 & \cdots & 0 & 1 & 1
\end{pmatrix}, \]

is equal to \( F_n \) for \( n \geq 1 \). This result clearly follows from (3) setting \( a_{nn} = a_{n,n-1} = 1 \) and \( a_{n-1,n} = -1 \).

Similarly, setting \( a_{nn} = 1 \) and \( a_{n,n-1} = a_{n-1,n} = i = \sqrt{-1} \) in (3) we obtain
that for the determinant of matrix
\[
C(n) = \begin{pmatrix}
1 & i & 0 & \cdots & 0 & 0 & 0 \\
i & 1 & i & 0 & \cdots & 0 \\
0 & i & 1 & i & 0 & \cdots & 0 \\
\vdots & 0 & i & 1 & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & i & 0 \\
0 & 0 & \cdots & 0 & i & 1 & i \\
0 & 0 & 0 & \cdots & 0 & i & 1
\end{pmatrix},
\]
the recurrence
\[
det C(1) = 1, \quad det C(2) = 2, \\
det C(n) = det C(n-1) + det C(n-2)
\]
holds. So we have \(det C(n) = F_{n+1}, \ n \geq 1\).

Another example was described by Cahill et al. in [1], their considered the following matrix type \(n \times n\)
\[
D(n) = \begin{pmatrix}
3 & -1 & 0 & \cdots & 0 & 0 & 0 \\
-1 & 3 & -1 & 0 & \cdots & 0 & 0 \\
0 & -1 & 3 & -1 & 0 & \cdots & 0 \\
\vdots & 0 & -1 & 3 & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & -1 & 0 \\
0 & 0 & \cdots & 0 & -1 & 3 & -1 \\
0 & 0 & 0 & \cdots & 0 & -1 & 3
\end{pmatrix},
\]
Setting \(a_{nn} = 3\) and \(a_{n,n-1} = a_{n-1,n} = -1\) in (3) can be obtained for the determinant of matrix \(D(n)\) the following recurrence
\[
det D(1) = 3, \quad det D(2) = 8, \\
det D(n) = 3 det D(n-1) - det D(n-2).
\]
The sequence defined by the previous recurrence is named \(A001906\) in [8], therefore \(det D(n) = F_{2(n+1)}\) for all \(n \geq 1\). Cahill et al. in [1] also showed, that the determinant does not change if we replace \(-1\) by \(1\) on superdiagonal and subdiagonal in the matrix \(D(n)\).
Kilic and Tasci [5] showed that the tridiagonal matrix
\[
E(n) = \begin{pmatrix}
-1 & 1 & 0 & \cdots & 0 & 0 \\
-1 & -1 & 1 & 0 & \cdots & 0 \\
0 & -1 & -1 & 1 & 0 & \cdots & 0 \\
\vdots & 0 & -1 & -1 & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 1 & 0 \\
0 & \cdots & 0 & -1 & -1 & 1 \\
0 & \cdots & 0 & -1 & -1 & -1
\end{pmatrix},
\]
is connected with the Fibonacci numbers with negative indexes, as setting \(a_{nn} = -1, a_{n,n-1} = -1\) and \(a_{n-1,n} = 1\) in (3) can be obtained for the determinant of matrix \(E(n)\) the following recurrence
\[
det E(1) = -1, \quad det E(2) = 2, \\
det E(n) = - det E(n-1) + det E(n-2), 
\]
but we can found that the sequence defined by this recurrence is named \(A039834\) in [8], hence
\[
det E(n) = F_{-(n+1)} = (-1)^n F_{n+1}. 
\]

A major shift in this topics was done by Cahill et al. [3] as they proved the theorem on a tridiagonal matrix with parameters \(\alpha, \beta\), whose determinant is connected with the Fibonacci sequence. Let \(F_{\alpha,\beta}(n)\) be a family of symmetric tridiagonal matrices, where \(\alpha, \beta\) are any positive integers, with entries
\[
f_{jk} = \begin{cases}
F_{\alpha+\beta}, & j = 1, \ k = 1; \\
\frac{F_{2\alpha+\beta}}{F_{\alpha+\beta}}, & j = 2, \ k = 2; \\
L_\alpha, & k = j, \ 3 \leq j \leq k; \\
\sqrt{\frac{F_{2\alpha+\beta}}{F_{\alpha+\beta}}} F_{\alpha+\beta} - F_{2\alpha+\beta}, & j = 1, \ k = 2 \text{ or } j = 2, \ k = 1; \\
\sqrt{(-1)^\alpha}, & k = j \pm 1, \ 2 \leq j < k; \\
0, & \text{other cases},
\end{cases}
\]
that is
\[
F_{\alpha,\beta}(n) = \begin{pmatrix}
F_{\alpha+\beta} & f_{12} & 0 & \cdots & 0 \\
0 & F_{\alpha+\beta}^* & \sqrt{(-1)^\alpha} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \sqrt{(-1)^\alpha} \\
0 & \cdots & 0 & \sqrt{(-1)^\alpha} & L_\alpha \\
0 & \cdots & 0 & \sqrt{(-1)^\alpha} & L_\alpha
\end{pmatrix}.
\]
Cahill et al. in [3] proved using recurrence (3) and identity (1) that
\[
\det \mathbb{F}_{\alpha,\beta}(n) = F_{\alpha n+\beta}.
\] (5)

For example, setting \(\alpha = 4\) and \(\beta = -2\) in (5) can be obtained that the determinant of the matrix
\[
\mathbb{F}_{4,-2}(n) = \begin{pmatrix}
1 & 1 & 0 & \cdots & 0 & \cdots & 0 \\
1 & 8 & 1 & 0 & \cdots & \ddots & \vdots \\
0 & 1 & 7 & 1 & 0 & \cdots & 0 \\
0 & 0 & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & 0 & 1 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\end{pmatrix}
\]
is equal to \(F_{4n-2}\).

Nalli and Civciv [7] generalized results in [3] and showed for example, that the determinant of matrix
\[
\begin{pmatrix}
-1 & 0 & 0 & \cdots & 0 & \cdots & 0 \\
0 & -2 & i & 0 & \cdots & \ddots & \vdots \\
0 & i & -1 & i & 0 & \cdots & 0 \\
0 & 0 & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & 0 & 1 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & i \\
\end{pmatrix}
\]
is equal to \((-1)^k F_{k+1}\). This result easily follows from (3) as recurrence (4) again holds for the determinant of the previous matrix.
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